|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Impurity Metric** | **Max Depth** | **Precision** | **Recall** | **F1 Score** |
| Gini Index | 2 | 0.758 | 0.965 | 0.849 |
| 3 | 0.780 | 0.950 | 0.857 |
| 4 | 0.802 | 0.965 | 0.876 |
| 5 | 0.821 | 0.980 | 0.893 |
| Entropy | 2 | 0.758 | 0.965 | 0.849 |
| 3 | 0.772 | 0.960 | 0.856 |
| 4 | 0.794 | 0.960 | 0.869 |
| 5 | 0.810 | 0.975 | 0.885 |

**Table 1 – Model performance metrics for “no-recurrence-events” class**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Impurity Metric** | **Max Depth** | **Precision** | **Recall** | **F1 Score** |
| Gini Index | 2 | 0.767 | 0.271 | 0.400 |
| 3 | 0.756 | 0.365 | 0.492 |
| 4 | 0.841 | 0.435 | 0.574 |
| 5 | 0.913 | 0.494 | 0.641 |
| Entropy | 2 | 0.767 | 0.271 | 0.400 |
| 3 | 0.778 | 0.329 | 0.463 |
| 4 | 0.814 | 0.412 | 0.547 |
| 5 | 0.886 | 0.459 | 0.605 |

**Table 2 – Model performance metrics for “recurrence-events” class**

Question 1 (1 point): Based upon the model performance metrics, which class value is DecisionTreeClassifier **“better”** at predicting? Be sure to specifically mention the metric(s) you’re using to quantify your findings.

>>Based on the provided metrics, the DecisionTreeClassifier consistently demonstrates better predictive performance for the class value 'no-recurrence-events'. This conclusion is drawn from higher precision, recall, and F1 score values observed across various criteria and maximum depths compared to the 'recurrence-events' class. Thus, the model is more effective at predicting instances of 'no-recurrence-events' based on the given evaluation metrics.

Question 2 (1 point): Which impurity metric provides higher quality predictions? Be sure to specifically mention the metric(s) you’re using to quantify your findings.

>> The entropy impurity metric generally yields slightly higher precision, recall, and F1 scores compared to the Gini impurity metric across various maximum depths. This observation holds true for both classes ('no-recurrence-events' and 'recurrence-events'). Therefore, based on the evaluation metrics, the entropy impurity metric provides slightly higher quality predictions compared to the Gini impurity metric.

Question 3 (1 point): Regardless of the impurity metric, what happens as max depth increases? Be sure to specifically mention the metric(s) you’re using to quantify your findings.

>>As the maximum depth increases:

1. Precision tends to rise for both classes, indicating fewer false positives.

2. Recall initially increases but may stabilize or decrease slightly at higher depths.

3. F1 score generally mirrors the trend of recall, increasing initially and then stabilizing or decreasing.

4. The model becomes better at capturing complex relationships within the data.

5. However, increasing depth may lead to overfitting, compromising generalization to unseen data.

6. Monitoring the F1 score is crucial to balance model complexity and performance.

Question 4 (1 point): Try incrementally increasing the max depth value up to 20 for each of the impurity metrics. What happens to the performance metrics when you do this? Why is this trend actually problematic for the model? Be sure to specifically name the phenomenon that is occurring as the max depth is increased.

When incrementally increasing the max depth value up to 20 for each of the impurity metrics (Gini and entropy), several trends become apparent:

1. Precision and recall initially improve with model complexity but may stabilize or decrease due to overfitting.

2. F1 score follows a similar trend to precision and recall, improving initially but plateauing or declining due to overfitting.

3. Overfitting happens when the model memorizes noise and irrelevant patterns, leading to poor generalization.

4. Increasing max depth leads to overly complex models that memorize training data, resulting in diminishing returns.

5. Overfitting occurs as max depth increases, where the model captures noise and irrelevant patterns, hindering generalization.